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History and Background of Al

Birth of Al Neural Network Big Data, Cloud Computing and Deep Learning
Mid-2000 Deep Learning  2015: Generative Al
1943: Perceptron The Al boom of the 1960s
1950: Turing Test « General Problem Solver (GPS)
(AlanTuring) * ELIZA program

1956: The Dartmouth Conference
* established Al as a field of study* 1990s: Emergence of NLPs
* set out a roadmap for research and Computer Vision
* sparked a wave of innovation
1958: The Perceptron
machine (Frank
Rosenblatt) @ @ ——-—-—-~— » 1980: Personal Computing
— 2000 Cloud Computing

1980s: The Al winter

- — — —»1985: Digitization - The Rise of Big Data

* the science and engineering of making computers behave in ways
that, until recently, we thought required human intelligence.




Artificial Intelligence, Machine Learning and Deep Learning

ARTIFICIAL INTELLIGENCE

Any technigue which enables

computers to mimic human behavior
Example: Rule-based systems MACHINE LEARNING
. . ML allows computers enabled
chatbot, e.g. ELIZA, Decision ) .
by algorithms to automatically
Tree improve through exposed to DEEP LEARNING
more data (learning)
SErmalEs Les: SguEre MEinet) DL is an area of ML that uses multi-
clustering, layered artificial neural networks
Fuzzy
Logic
| | | | |
| | | { | I I
1950s 1960s 1970s 1980s 1990s 2000s 2010s

Based on Oracle (https.//blogs.oracle.com/bigdata/difference-
ai-machine-learning-deep-learning)



Digitization Global Information Storage Capacity ** ja%¢

in optimally compressed bytes

- Paper, film, audiotape and vinyl: 6%

- Analogvideotapes (VHS, etc): 94 % ANALOG

- Portable media, flashdrives:2%

- Portable hard disks: 2.4 % DIGITAL {}
- CDs and minidisks: 6.8 %

- Computer servers and mainframes:8.9 %

- Digital tape: 11.8 %

1986 1993 Y

ANALOG | , /

2.6 exabytes - DVD/Blu-ray: 22.8 % 9
. ANALOG STORAGE T (S

DIGITAL STORAGE

0102 exabytes

TOta | : v -PC harr:i t’ﬁisks:.44,5% 3
2.62 exabyte 2002: AR ——
=2.62x10° GB “beginning
of the digital age”
50%
% digital: e g o o s
0 0 0 0
1% 3% 25% 9% memaL  Total: 300 exabyte
Source: Hilbert, M., & Lopez, P. (2011). The World’s Technological Capacity to Store, Communicate, and 280 exabytes =300 X109 GB

Compute Information. Science, 332(6025), 60 —65. http://www.martinhilbert.net/WorldinfoCapacity.html

Source: https://explodingtopics.com/blog/data-generated-per-day




BIG Data

* From 2011 to 2022, volume of
data generated, harvested,
copied, and consumed
worldwide grew by ~50 times.

* Between 2020 and 2024, the
unique/replicated data ratio is
projected to change from 1:9
to 1:10

* Every person on earth created
1.7 megabytes per second in
2020

* GPT-3 model was trained on a
dataset of over 40 terabytes
(=40x103GB) of data
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What is a Neural Network? P -
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A Neural Network is formed using Types of Activation Functions
perceptron as basic units, with the [f  RelU £ Tanh

choices of
e # of hidden layers

* # of Nodes (or perceptron) per layers 0 0
* Activation Function to use
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Number of hours on homeworks

X2=

How Does a Neural Network Learn?

« Consider “Fx f % IE?” problem

data2
datal=[20, 10]
O
o Me? data3
|[datal5 O
O
O
O
O
datal6 o

x1=Number of lectures attended

Form a NN:
bl
Inputs l
wl
x1

X2

w4

Backpropagation: Technique to find the
weightings: w1, w2, b1, w3, w4, b2, w5, w6,
b3, so that the NN outputs matches the
actual outcomes of existing data ( @and @).
The eventual weightings being adopt
represent the “trained”/”learned” model
Apply model to O



Deep Learning uses Multi-layers Neural Network

Input layer Hidden layers Output layer
A

3x3 pixels

This file is licensed under the Creative Commons Attribution-Share Alike 4.0 International

e A color picture with 3 by 3 pixels is characterized 3x3x3=27 numbers
* A color picture 700x700 pixels is characterized by 1670000 numbers
* GPT-3: 96 layer, 175 billion parameters, 40 Terabytes training data,

training cost $4.6M to train and took 34 days in 1024 CPUs.
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Types of NN for Different Applications
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https://vitalflux.com/wp-content/uploads/2021/11/deep-neural-
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Latest Al Development and Applications

The “Protein-Folding problem” solved by Analysis: How Al is helping astronomers study

DeepMind’s AlphaFold predicted the 3- the universe
dimensional structures of proteins from 1-
dimensional amino acid sequences

Al.and Chatbots > ExploreMilan With Al TestingaTutorbot ~ Chatbot Prompts to Try  A.s Literary Skills ~ What Are the Dangers of A.l

-/

Making predictions and plugging holes

S As in many areas of life recently, generative Al and large language models
like ChatGPT are also making waves in the astronomy world.

https://www.pbs.org/newshour/science/analysi
s-how-ai-is-helping-astronomers-study-the-
universe
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CALIFORNIA TODAY

L How Artificial Intelligence Is Fighting
T | Wildfires

https //www nytimes.com/2022/08/24/techno
logy/ai-technology-progress.html| Thursday: A lab at the University of California, San Diego, uses

data to figure out how fires will burn, and how to help prevent
them.

Sir Paul McCartney says artificial
intelligence has enabled a 'final'
Beatles song

Mark Savage
BBC Music Correspondent




On the Other Hand ....
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Europe takes aim at ChatGPT with
= what might soon be the West’s first
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POINTS EU's Al Act, making it closer to becoming law.
* The regulation takes a risk-based approach to regulating artificial intelligence.

* The Al Act specifies requirements for developers of “foundation models” such as
ChatGPT, including provisions to ensure that their training data doesn’t violate
copyright law.

P!

1 Parliament on Thursday approved the
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can help uniock|

An A.lL.-Generated —
Spoof Rattles the
Markets

A stock sell-off driven by a since-

4,200
4,195

debunked picture underscored fears 4,100
about how artificial intelligence
could be used for nefarious
purposes with big consequences.

4,185

4,180

By Andrew Ross Sorkin, Bernhard Warner,
Sarah Kessler, Michael J. de la Merced,
Lauren Hirsch and Ephrat Livni
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social media

S&P 500 hits

/ a session low

' '

11:30:16

May 23, 2023, 7:56 a.m. ET Source: Sentieo/AlphaSense ® By The New York Times

S&P

Why neural net pioneer Geoffrey

Hinton is sounding the alarm on
Al

B byfenbewn | w2, 300
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Geoffrey Hinton, a respected researcher who recently stepped down from Google, said|

1,100+ notable signatories just
signed an open letter asking ‘all Al
labs to immediately pause for at
least 6 months'

Connie Loizos @cookie / 2:09 PM GMT+8 « March 29, 2023 ] comment

(=] Image Credits: Getty Images

More than 1,100 signatories, including Elon Musk, Steve Wozniak, and Tristan Harris
of the Center for Humane Technology, have signed an open letter that was posted
online Tuesday evening that calls on “all Al labs to immediately pause for at least 6

months the training of Al systems more powerful than GPT-4."

time to confront the existential dangers of artificial intelligence.



Al Education in Junior Secondary Forms

Relevancy: Al making impact on every aspects of society
Timely/Urgency: Al technology is developing fast with wide adoption
Potential: Al harbors tremendous opportunities for the future

Responsibility: Prepare students for proper/ informed use of the technology
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Module on Artificial Intelligence

* Progressive coverage of essential Al technologies with strong emphasis on ethics and
future of works Booklet 2 Booklet 3

Unit 6 - Group Project Design,
Development and Presentations (1)

Unit 5 - Societal Impact of Al (IT)*

Unit 4 - Al and Future of Work (II)

Unit 8 - Group Project Design,

Development and Presentations (1)
Unit 7 — Societal Impact of Al (I)
BOOklet 1 Unit 6 — Al and Future of Work (1)

Unit 3 - Al in Robotic Reasoning (III)
Unit 2 - Al and Computer Simulation (II)

Unit 7 — Al in Robotic Reasoning (1) Unit 5 — Al in Robotic Reasoning (II)
Unit 6 — Al and Computer Simulation (I)
Unit 5 — Computer Speech & Language (1) Unit 4 — Computer Speech & Language (II)*

Unit 4 — Computer Vision (I) Unit 3 — Computer Vision (II) Unit 1 - Computer Vision (III)

Unit 3 — Al Ethical Principles Unit 2 — Al Ethical Issues

Unit 2 — Al Basics (I) Unit 1 — Al Basics (I)* Knowledge + Skill

Unit 1 — Introduction to Al Knowledge + Skill + Attitudes
* Generative Al elements

* Notes for Teachers to suggest answers for the questions and materials for further reading
* Exercises to assess students’ understanding of the materials
* Summary to consolidate students’ grasp of the basic content of each unit



Special features in the Teaching Materials

* Hands-on learning through CUHK-JC iCar: “Are You You?” Experiment in
Booklet 1-Unit 4 and Food Delivery Experiment in Booklet 3-Unit 3 to
arouse the interest of students, and more.

* Online tools and dataset for students to try out Al applications and cultivate
their interests and innovation in Al, e.g., Word Association Game in Booklet
2-Unit 4, and Traffic Light Decision Simulator for Booklet 2-

Unit 5, etc.

* Examples to enhance the understanding of students

* Reference videos, websites for further reading of the topics

Traffic Light Decision Simulator



Demonstrations of Learning Toolkits

CUHK-JC iCar is an Al kits for hands-on learning of Al and development of Al projects

Al Areas covered: Vision, Voice, Data Training,

6 build-in Al functions: Object recognition; Object tracking; Face recognition; Color
recognition. Line detection; Tag recognition

Programming Language: Blockly

| Dataset Visualization
| Custom Model
| Model Inference




CUHK-JC iCar

W CUHK-JC iCar
- AHEzEBIEHE i Face-tracking - {BEFE S Line-following




CUHK-JC iCar

W CUHK-JC iCar
- BEfEFEIZE Moral Dilemma - BE#/\E Voice Recognition




CUHK-JC iCar

W CUHK-JC iCar
« Robotic Reasoning Experiment

Skill-based Reasoning Knowledge-based Reasoning

« Skill-based Reasoning: straight-
forward response to complete the task

* Rule-based Reasoning: Make

decisions base on learned patterns and
execute

Apply machine learning to find the best
solution

Rule-based Reasoning




VW CUHK-JC iCar
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Further Al Ideas in CUHK Al4Future Al Lab

e Al Robots for Art
* Al Robots for Fun
* Al Robots for Daily Life

We welcome school visits to our CUHK Al4Future Al Lab!




Al Robots for Art

6Bl 4R = E 1 6DOF Cable-Driven Calliiraphi Robot A\ A AE3 Al Calligrapher



Al Robots for Fun

Facen? identty the face in

fackpact

NGB A Face Tracking Robot A A | AMF 28R Drone Swarming Show (Gesture Control)




Al for Daily Life

AN & VISR
Face Recognition Door Opening System




Conclusions

* Development of Al has been a long process starting from the1950s

* While many of the basic ideas have been formed in the 1960s, Al prospers in
recent decades due to the rise of BIG data, cloud computing and Deep Learning

* Al encompasses tremendous opportunities for both good and bad

* Todays’ introduction of "Module on Artificial Intelligence for Junior Secondary
Level” is an important step in educating our young generation on this
transformative technology

* Imperative to teach students both the basic knowledge of Al and also the proper
attitudes to consider and to use the technology

* Privileged to be working with EDB and all the dedicated secondary school
teachers in such an meaningful endeavor building up the future generations of
Hong Kong





