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AGENDA AGENDA 

 CASE Tools
 Data Mining Methods and ApplicationsData Mining Methods and Applications
 Recent Database Technology Development
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A TYPICAL DATABASE SYSTEMA TYPICAL DATABASE SYSTEM
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WHAT IS CASEWHAT IS CASE

 Computer-aided software engineering (CASE) is the scientific Co pute a ded so t a e e g ee g (C S ) s t e sc e t c
application of a set of tools and methods to a software system 
which is meant to result in high-quality, defect-free, and 
maintainable software products.
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http://en.wikipedia.org/wiki/Computer
-aided_software_engineering

http://www.databaseanswers.org
/modelling_tools.htm



DATABASE CASE TOOLSDATABASE CASE TOOLS

T Types
Data modeling
 Form creation
Query builderQuery builder
Report creation

 Availability
 Free or Almost Free
 Commercial

www.mpinfo.com.tw/TechnologyColu
mnFiles/PD_A_200305_CaseToolColu
mn.htm
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www.mpinfo.com.tw/TechnologyColu
mnFiles/PD_A_200307_CaseToolColu
mn.htm



MS ACCESS TOOLSMS ACCESS TOOLS
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MS ACCESS TOOLSMS ACCESS TOOLS
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DATA MODELING TOOL ER ASSISTANTDATA MODELING TOOL –ER ASSISTANT

http://code.google.com/p/wwws
qldesigner/

http://highered.mcgraw-
hill.com/sites/0072942207/stud
ent view0/e r assistant html
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ent_view0/e_r_assistant.html



WHY DATA MINING? 

 The Explosive Growth of Data: from terabytes to petabytes

 Data collection and data availability

 Automated sensors, database systems, Web services, y ,

 Major sources of abundant data

 Business: Web  e-commerce  transactions  stocks    Business: Web, e commerce, transactions, stocks, … 

 Science: Remote sensing, bioinformatics, scientific simulation, … 

 Social media: FB  Twitter  forums  YouTube    Social media: FB, Twitter, forums, YouTube   

 How to deal with different types of data?

N b  t t  i  di  id Numbers, text, images, audios, videos

 http://www.youtube.com/watch?v=lPboKPWpOVo
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WHY NOT TRADITIONAL DATA ANALYSIS?

 Tremendous amount of data

 Algorithms must be highly scalable to handle such as tera-bytes of data

 High-dimensionality of data 

 Micro-array may have tens of thousands of dimensions

 High complexity of data

D t  t  d  d t Data streams and sensor data

 Time-series data, temporal data, sequence data 

 Semi structure data  graphs  social networks and multi linked data Semi-structure data, graphs, social networks and multi-linked data

 Spatial, spatiotemporal, multimedia data

 Software programs, scientific simulations Software programs, scientific simulations
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DATA MINING AND BUSINESS INTELLIGENCE

VALUEVALUE

Decision
M kiMaking

Data Presentation

Data Mining

Data Exploration

SIZE
Data Preprocessing/Integration, Data Warehouses
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DATA MINING ENABLES PREDICTIVE ANALYSIS
Role of 

Software

DATA MINING ENABLES PREDICTIVE ANALYSIS
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DATA MINING ANALYSIS

 Frequent patterns, association, correlation vs. causality

 E.g. Diaper  Beer [0.5%, 75%]  (Correlation or causality?)

 Classification and prediction  

 E.g., classify countries based on (climate), or classify cars based on (gas mileage) E.g., classify countries based on (climate), or classify cars based on (gas mileage)

 Predict some unknown or missing numerical values 

 Cluster analysis
Cl  l b l i  k  G  d t  t  f   l  g  l t  h  t  fi d  Class label is unknown: Group data to form new classes, e.g., cluster houses to find 
distribution patterns

 Maximizing intra-class similarity & minimizing interclass similarity
 Outlier analysis Outlier analysis

 Outlier: Data object that does not comply with the general behavior of the data
 Noise or exception? Useful in fraud detection, rare events analysis

Trend and e ol tion anal sis Trend and evolution analysis
 Trend and deviation: e.g., regression analysis
 Sequential pattern mining: e.g., digital camera  large SD memory

P i di it  l i
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 Periodicity analysis
 Similarity-based analysis



DATA MINING IN PRACTICES

 CRM – buying behaviors CRM buying behaviors

 Banking – personal loan

 Telecommunication – mobile packages

 Maintenance Services – machinery part pre- Maintenance Services – machinery part pre-
ordering

 Education – online study patterns

 Social media – sentimental analysis in FB postings Social media – sentimental analysis in FB postings
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DATA MINING TECHNIQUES

 Neural Networks
 Generalized EM And K means Cluster Analysis Generalized EM And K-means Cluster Analysis
 General CART Models
 General CHAID Models
 Interactive Trees (C&RT and CHAID)
 Boosted Tree Classifiers and Regression
 Association Rules
 MARSPlines
 Machine Learning(Bayesian, Support Vectors and Nearest neighbors) 
 Random Forests for Regression and Classificationg
 Generalized Additive Models (GAM)
 Feature Selection and Variable Screening
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TOP-10 ALGORITHM SELECTED AT ICDM’06

 #1: C4.5
“D i

 #2: K-Means

 #3: SVM 

“Doing 
Data 

Mining”
Business 

Understanding
Data 

Understanding

 #4: Apriori 

 #5: EM 

#6  P g R k 
Data 

Preparation
 #6: PageRank 

 #7: AdaBoost 

 #7: kNN 

p

Deployment

Data

 #7: kNN 

 #7: Naive Bayes 

 #10: CART “Putting Data

Modeling

Evaluation #10: CART Putting Data 
Mining to Work”
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A TYPICAL DATA MINING SYSTEM

Pattern Evaluation

Graphical User Interface

Data Mining Engine

Pattern Evaluation

KB

Database or Data Warehouse 
S

Data Mining Engine KB

Data cleaning, Integration, and Selection

Server

DB DW WWW Others

17

DB DW WWW



DECISION TREESDECISION TREES

M  i d ti  k l dg  i iti  lg ith  g t    Many inductive knowledge acquisition algorithms generate  
(„induce“) classifiers in form of decision trees.

 A decision tree is a simple recursive structure for expressing a 
sequential classification process.
 Leaf nodes denote classes
 Intermediate nodes represent tests

 Decision trees classify instances by sorting them down the tree from 
the root to some leaf node which provides the classification of the 
instance.



DECISION TREE: EXAMPLE

Day   Outlook Temperature Humidity Wind Play Tennis
1    Sunny Hot High Weak No
2 S H t Hi h St N2 Sunny Hot High Strong No
3 Overcast Hot High Weak Yes
4 Rain Mild High Weak Yes
5 Rain Cool Normal Weak Yes
6 R i C l N l St N6 Rain Cool Normal Strong No
7 Overcast Cool Normal Strong Yes
8 Sunny Mild High Weak No
9 Sunny Cool Normal Weak Yes
10 R i Mild N l W k Y10 Rain Mild Normal Weak Yes
11 Sunny Mild Normal Strong Yes
12 Overcast Mild High Strong Yes
13 Overcast Hot Normal Weak Yes
14 Rain Mild High Strong No14 Rain Mild High Strong No

Outlook

Sunny Overcast RainSunny Overcast Rain

Humidity Yes Wind

High Normal

No Yes No Yes

Strong Weak



ID3ID3

L  t  b  t ti g th  t  d Learns trees by constructing them top down.
 Initial question: “Which attribute should be tested at the root of the 

tree?” ->each attribute is evaluated using a statistical test to see how tree?  >each attribute is evaluated using a statistical test to see how 
well it classifies.

 A descendant of the root node is created for each possible value of 
this attribute.

 Entire process is repeated using the training examples associated 
with each descendant node to select the best attribute to test at that with each descendant node to select the best attribute to test at that 
point in the tree.



THE BASIC ID3 ALGORITHMTHE BASIC ID3 ALGORITHM
ID3 (samples, Tattr, Attrs)

Create a Root node of the tree
If all samples are positive, return the single-node tree Root, with label +
If all samples are negative, return the single-node tree root, with label –
If tt i t t th i l d t R t ith l b l t l fIf attrs is empty, return the single-node tree Root, with label = most common value of

Tattr in samples
Otherwise begin

A = the attribute from Attrs that best classifues samplesp
The decision attribute for Root = A
For each positive attribute v_i of A

Add a new tree branch below Root, corresponding to the 
t t A itest A= v_i

Let sample_v_i be the subset of samples that have 
value v_i for A

If samples v i is emptyp _ _ p y
Add a leaf node below this new branch with 
label = most common value of Tattr in samples

Else below this new branch add the subtree 
ID3( le i T tt le {A})ID3(samples_v_i, Tattr, samples – {A})

End
Return Root



THE APRIORI ALGORITHMTHE APRIORI ALGORITHM

Th  A i i Al ith i  f  f t it  i ti The Apriori Algorithm is for frequent item associations
 buys(x, “diapers”)  buys(x, “beers”) [0.5%, 60%]
T h i l  Technical terms

• Frequent Itemsets: The sets of item which has minimum 
support (denoted by L for ith Itemset)support (denoted by Li for ith-Itemset).

• Join Operation: To find Lk , a set of candidate k-itemsets is 
generated by joining L with itself  generated by joining Lk-1 with itself. 
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THE APRIORI ALGORITHMTHE APRIORI ALGORITHM

Ck: Candidate itemset of size k
Lk : frequent itemset of size k

L1 = {frequent items};
for (k = 1; Lk !=; k++) do begin

Ck+1 = candidates generated from Lk;
f  h t ti  t i  d t b  dfor each transaction t in database do

increment the count of all candidates in Ck+1 that are contained in t
Lk+1 = candidates in Ck+1 with min_support
endend

return k Lk;
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ASSOCIATION RULES: EXAMPLEASSOCIATION RULES: EXAMPLE

 Minimum support count 
required is 2

TID List of Items
T100 I1, I2, I5

 After mining, we find
 L = {{I1}, {I2}, {I3}, {I4}, {I5}, 

{I1 I2}  {I1 I3}  {I1 I5}  

T100 I2, I4

T100 I2, I3

{I1,I2}, {I1,I3}, {I1,I5}, 
{I2,I3}, {I2,I4}, {I2,I5}, 
{I1 I2 I3}  {I1 I2 I5}}

T100 I1, I2, I4

T100 I1, I3

T100 I2  I3 {I1,I2,I3}, {I1,I2,I5}}.T100 I2, I3

T100 I1, I3

T100 I1  I2 I3  I5T100 I1, I2 ,I3, I5

T100 I1, I2, I3

24



ALPHAMINERALPHAMINER

www.eti.hku.hk/al
phaminer/cur_rele
ase.html
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ALPHAMINERALPHAMINER
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TANAGRATANAGRA

27eric.univ-lyon2.fr/~ricco/tanagra/index.html
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DATA MINING ON SOFTWARE PROGRAMSDATA MINING ON SOFTWARE PROGRAMS
 Software is “full of bugs”

 Windows 2000, 35 million lines of code

 63,000 known bugs at the time of release, 2 per 1000 lines

Courtesy to CNN.com

 Software failure costs

 Ariane 5 explosion due to “errors in the software of the inertial reference 
system” (Ariaen 5 flight 501 inquiry board report system  (Ariaen-5 flight 501 inquiry board report 
http://ravel.esrin.esa.it/docs/esa-x-1819eng.pdf) 

 A study by the National Institute of Standards and Technology found that y y gy
software errors cost the U.S. economy about $59.5 billion annually 
http://www.nist.gov/director/prog-ofc/report02-3.pdf

T i  d d b i   l b i  d i Testing and debugging are laborious and expensive

 “50% of my company employees are testers, and the rest spends 50% of 
their time testing!” —Bill Gates  in 1995
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their time testing!  Bill Gates, in 1995



WHAT BUGSWHAT BUGS

 Crashing bugs
 Symptoms: segmentation faults
 Reasons: memory access violations
 Tools: Valgrind, CCured

 Noncrashing bugs
 Symptoms: unexpected outputs
 Reasons: logic or semantic errors

 if ((m >= 0))  or if ((m >= 0) and (m <= ubound)) 
j  i    j  i 1 j = i  or  j= i+1

 Tools: No sound tools
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STATIC PROGRAM ANALYSISSTATIC PROGRAM ANALYSIS
 Methodology

 Examine source code directly
 Enumerate all the possible execution paths without 

running the programrunning the program
 Check user-specified properties

 Strengthsg
 Check all possible execution paths

 Problems
S Shallow semantics

 Properties can be directly mapped to source code 
structure structure 
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DATA MINING APPROACHDATA MINING APPROACH

 A graph classification problemg ap c ass cat o p ob e
 Every execution gives one behavior graph
 Two sets of instances: correct and incorrect Two sets of instances: correct and incorrect

 Values of classification
 Classification itself does not readily work for bug localization  Classification itself does not readily work for bug localization 

 Classifier only labels each run as either correct or incorrect as a 
whole

 It does not tell when abnormality happens

 When abnormality happens?
 Incremental classification?
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REVIEW REVIEW 

 CASE Tools – definition, samples
 Data Mining and its MethodsData Mining and its Methods

Why, analysis types and methods

D t b  T h l Database Technology
 Traditional DBMS, DDBMS. MDBMS
Recent developments
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DATABASE MANAGEMENT SYSTEMS

 Relational DBMS Relational DBMS
 Tables

 Object-Oriented DBMS
ObjectsObjects

 Distributed DBMS
 Multimedia DBMS
 …



DISTRIBUTED DBMS

DDBMS to Avoid “islands of information” problemDDBMS to Avoid islands of information problem…

A “Distributed Database” is a logically interrelated collection of shared g y
data (and a description of this data), physically distributed over a 
computer network. 

A “Distributed DBMS” (DDBMS)  is a Software system that permits the A Distributed DBMS  (DDBMS)  is a Software system that permits the 
management of the distributed database and makes the distribution 
transparent to users.

Fundamental Principle: make distribution transparent to user.

The fact that fragments are stored on different computers is 
hidden from the users



DISTRIBUTED DBMSDISTRIBUTED DBMS

 Characteristics Characteristics
 Collection of logically-related shared data
 Data split into fragments Data split into fragments
 Fragments may be replicated
 Fragments/replicas allocated to sites Fragments/replicas allocated to sites
 Sites linked by a communication network
 Data at each site is under control of a DBMS Data at each site is under control of a DBMS
 DBMSs handle local applications autonomously

E h DBMS ti i t  i  t l t  gl b l  Each DBMS participates in at least one global 
application.



DISTRIBUTED DBMSDISTRIBUTED DBMS

 Expect Distributed DBMS to have at least the functionality Expect Distributed DBMS to have at least the functionality 
of a typical DBMS

 Also to have following functionality
 Extended communication services
 Extended Data Dictionary
 Distributed query processing
 Extended concurrency control
 Extended recovery services



DISTRIBUTED DBMS

Ad antages Disad antages

DISTRIBUTED DBMS

Advantages
Reflects organizational structure
Improved shareability and 

Disadvantages
Complexity
CostImproved shareability and 

 local autonomy
Improved availability

Cost
Security
Integrity control more difficult

Improved reliability
Improved performance

E i

Lack of standards
Lack of experience

D t b  d i   lEconomics
Modular growth

Database design more complex



DISTRIBUTED DBMSDISTRIBUTED DBMS

 Transparency Requirements Transparency Requirements
 Distribution transparency
 Transaction transparency Transaction transparency
 Performance transparency
 DBMS transparency (only applicable to  DBMS transparency (only applicable to 

heterogeneous)



MULTIMEDIA DBMSMULTIMEDIA DBMS

M lti di  D t Multimedia Data
 Different kinds of media—images, video, audio, graphics, hypertext, 

hypermedia, and other abstract data types.hypermedia, and other abstract data types.

 Multimedia Object
 A multimedia document or presentation containing one or more g

multimedia data.

 Multimedia Database
 A database containing one or more multimedia object.



MULTIMEDIA DBMSMULTIMEDIA DBMS

Ch t i ti Characteristics
 Large object size

S h  d li  f l i di  bj Synchronous delivery of multimedia objects
 Multimedia objects may have embedded timing constraints
 Multimedia object composed of multiple components
 Queries are not text or numeric based, but content-based
 Most multimedia transactions are long and requires long 

processing and retrieval time
M l i di  Obj  i  i   i Multimedia Object presentation is very important



MULTIMEDIA DBMSMULTIMEDIA DBMS

 Expect Multimedia DBMS to have at least the functionality Expect Multimedia DBMS to have at least the functionality 
of a typical DBMS

 Also to have following functionality
 Composition and decomposition of Multimedia 

objects
 Security and intellectual property protection
 Concurrency control and locking mechanism
 Recovery
 Indexing and clustering



MULTIMEDIA DBMSMULTIMEDIA DBMS

Source Data
Multimedia Application

I t f Source DataInterface

Preprocessing
IndexObject 

CompositionComposition

Multimedia DB
Storage



DISTRIBUTED MULTIMEDIA DBMSDISTRIBUTED MULTIMEDIA DBMS

Presentation Device

AudioDBMS ImageDBMS

Presentation Device

AudioDBMS

Network A Network B

A diAudioDBMS

TextVideoDBMS DBMS



Colors, shapes, textures, and motion

Perform aggregation and dimensional reduction

Perform similarity and distance calculations among 
derived features

Indices store calculated values

Eliminates need for human annotation



NEW TRENDS IN DATABASE SYSTEMS

 Web Services / XML Databases Web Services / XML Databases
 Location-based Databases / Services
 Cloud DBMS
 Data stream management systems Data stream management systems
 Flash databases
 Hippocratic databases (data privacy)

DNA d t b DNA databases
 …



XML IN ACTION RSSXML IN ACTION - RSS

RSS (R ll  Si l  S di ti ) i   XML li ti  th t  RSS (Really Simple Syndication) is an XML application that 
allows users to “subscribe” to websites.

 Sample uses: Podcasts  Apple iTune Store  news arrival Sample uses: Podcasts, Apple iTune Store, news arrival.
 After XHTML, RSS is probably the XML application that web 

users see most often <? l i "1 0" di "UTF 8" ?>users see most often. <?xml version="1.0" encoding="UTF-8" ?>
<rss version="2.0">

<channel>
<title>RSS Example</title>
<d i ti >Thi i l f RSS f d</d i ti ><description>This is an example of an RSS feed</description>
<link>http://www.domain.com/link.htm</link>
<lastBuildDate>Mon, 28 Aug 2006 11:12:55 -0400 </lastBuildDate>
<pubDate>Tue, 29 Aug 2006 09:00:00 -0400</pubDate>

<it ><item>
<title>Item Example</title>
<description>This is an example of an Item</description>
<link>http://www.domain.com/link.htm</link>
<guid isPermaLink="false"> 1102345</guid>
< bD t >T 29 A 2006 09 00 00 0400</ bD t >
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<pubDate>Tue, 29 Aug 2006 09:00:00 -0400</pubDate>
</item>
</channel>
</rss>



KML (Keyhole Markup 
Language) is a file format 

geographic data in an 
Earth browser such as 
Google Earth, Google 
Maps, and Google Maps 
for mobile. 

<?xml version="1.0" encoding="UTF-8"?>
<kml xmlns="http://www.opengis.net/kml/2.2"> 

<name>Simple placemark</name>
<description>Attached to the ground. Intelligently places itself 

at the height of the underlying terrain.</description>
<Point>
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<coordinates>122.0822035425683,37.42228990140251,0</coordinates>
</Point>

</Placemark> 
</kml>



RFID/PMLRFID/PML

 Electronic product code (EPC): an unique code for each 
object
 RFID Tag RFID Tag
 RFID reader

 Object Name Service( ONS) : each number corresponds
ith an address in databasewith an address in database

 Product Markup Language (PML)
 In PML server, PML is used to describe and store information about ,

the item.
 Savant: can work as a router, it get EPC information from

the RFID reader, send the information to ONS Server and the RFID reader, send the information to ONS Server and 
combine with application program for management of the 
item.
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<pmlcore: Sensor>
<pmluid:ID>urn:epc:1:4.16.36</pmluid:ID>

<pmlcore:DateTime>2002-11-06T13:04:34-
06:00</pmlcore:DateTime>

pm core: ag
<pmluid:ID>urn:epc:1:2.24.400</pmluid:ID>

</pmlcore:Tag>
</pmlcore:Observation>

</pmlcore:Sensor>
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WHAT IS WDB?WHAT IS WDB?

 What are web databases?What are web databases?
 Two technologies come together
 Databases

 Network  Hierarchical  Relational  Object-oriented  Network, Hierarchical, Relational, Object oriented 
 Systems use for storing, organizing and manipulating data 
 Most businesses have databases for their operations 

 World-Wide Web (WWW) World Wide Web (WWW)
 Before the WWW, it was hard to access databases in different 

networks 
 After mid-1990's, there is almost a web browser accessed by every 

user 
 People can reach almost sites globally to get products and services 

 Types
 Using Web as a frontend (Database-to-Web)
 Using Web as a medium (Database-to-Application-to-Database)
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XML is used in many applications now
, ,

Current issues
XML Data Model - DTD and XML Schema
Query Data Model, Xpath and XQuer
Functional Dependencies and Normal Forms
XML Storage Techniques: Native and Relational Mappings
XML Indexing, Compression, Filtering and Dissemination
XML Transaction Management
XML Streamin Data

XML DBMS (en.wikipedia.org/wiki/XML_database)
eXist, BaseX, OrientX

, , ,
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FLOWRFLOWR
 FLWOR stands for

 for, (used to iterate through the result of an XPath expression and to bind , ( g p
a variable intern to each object of the result)

 let, (used to bind a variable to the whole sequence of objects returned by 
an XPath expression)

 where, (used to select those objects from the result returned by an Xpath 
expression that satisfy given conditions)

 order by, (used to sort the result of an XPath expression) and
 return (used to construct the query result)

for $c in fn:doc(faculty.xml)/faculty/course
return

f $

return
<course name="{$c/name/text()}" year="{$c/@year}“> {
for $s in  fn:doc(students.xml)/students/

student[@sid=$c/student/sid]
return for $x in doc("books.xml")/bookstore/book 

where $x/price>30 
order by $x/title 

t  $ /titl  

return
<student sid ="{$s/@sid}“> {

$s/name,
$s/surname,
$c/student[sid=$s/@sid]/grade
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return $x/title $c/student[sid $s/@sid]/grade
}

</student> }
</course>



Location-based Databases
FourSquare
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GeoLife is a GPS-data-driven social networking service where people
can share life experiences and connect o each other with heir location
histories

-
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KEY APPLICATIONSKEY APPLICATIONS

 Sharing life experiences based on GPS trajectories

 Generic travel recommendations

 Top interesting locations

 Travel sequences among locations and 

 Travel experts in a given region 

 Collaborative location and activity recommendation

 Personalized friend and location recommendation
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RECOMMENDATION

Location recommendation given some activity query

Activit recommendation iven some location uer
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Cloud computing is a model for enabling 
convenient, on-demand network access to a 
shared pool of configurable computing 
resources (e.g., networks, servers, storage, 
applications, and services) that can
be rapidly provisioned and
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CLOUD DBMSCLOUD DBMS

Client
 Cloud Computing
 3 Service Models

 SaaS,  PaaS, IaaS

HTTP

Client

Web 
XML, JSON, HTML

, ,

 4 Deployment Models
 Public Cloud, Private Cloud,  

Community Cloud  Hybrid Cloud FCGI, ...

Web 
Server

XML, JSON, HTMLCommunity Cloud, Hybrid Cloud

 5 Essential Characteristics
 On-demand self-service

R  li

App 
Server

 Resource pooling
 Rapid elasticity
 Measured service

SQL

DB 
Server

records

 Broad network access

St

get/put

Server
block

59Source: NIST Definition of Cloud Computing v15
Store



CLOUD DBMSCLOUD DBMS
Application server platform as a service PaaS

Database platform as a service PaaSDatabase platform as a service PaaS

Identity as a service PaaS

Storage as a service IaaS

Software development and test as a service IaaS

Compute as a service IaaS

Client ClientClient

Most popular
App Server as a service

Workload Splitter

S A S B
pp

Database as a service

St  ( g  S3)

Server-A Server-B
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Store (e.g., S3)Store (e.g., S3)Store 



CLOUD DBMSCLOUD DBMS
 Key/value stores: storing all related information about a single 

item  or object  as a single entityitem, or object, as a single entity
 as opposed to having multiple tables in a relational database 

linked by primary/foreign key relationships.
 Cloud DBMS

 Xeround
Mi ft SQL A  D t b Microsoft SQL Azure Database

 SimpleDB
 Google AppEngine Data Store Google AppEngine Data Store
 Database.com 
 ClearDB
 CouchOne
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CLOUD DBMSCLOUD DBMS

T  l t t  f d t  t  Two largest types of data management 
market
 Transactional Data Management
 Analytical Data Management Analytical Data Management

 Which one will benefit from moving to the 
l d?cloud?
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MEMORY DATABASESMEMORY DATABASES

Too e pensi e before  b t flash dri es are er  cheap  Too expensive before, but flash drives are very cheap 
now

 However However
 Lack of consistent I/O behavior across Flash Device 

ModelsModels
• No Reference DBMS design for Flash
• No Performance Model for Flash• No Performance Model for Flash

• Define how Flash devices should support DBMS
• Provide DBMS a little more control over I/O behavior• Provide DBMS a little more control over I/O behavior
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FLASH DEVICES CHARACTERISTICSFLASH DEVICES CHARACTERISTICS

• Good
* Great Performance

• Bad
* Write Granularity (page level)

(40 MB/s Reads, 10 MB/s Writes)
* Low energy consumption
* Potentially safe to power failure

* Erase Before Writes (block level)
* Sequential writes within a block
* Limited Lifetime

• Controller (Flash Translation Layer )

Potentially safe to power failure Limited Lifetime

• Controller (Flash Translation Layer )
* out-of-place updates using log blocks
* Garbage collectiong
* Mapping between logical address space and physical Flash space
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REVIEW REVIEW 

 CASE Tools – definition, samples
 Data Mining and its MethodsData Mining and its Methods

Why, analysis types and methods

D t b  T h l Database Technology
 Traditional DBMS, DDBMS. MDBMS
Recent developments
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